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Objective: This study aims to develop a novel, more accurate personality 

prediction model that integrates affective dimensions and reduces computational 

complexity. 

Methods and Materials: The proposed model preprocesses textual data using a 

novel method that removes noise and enriches semantic features with syntactic 

information. GloVe word embedding is utilized for semantic representation, and 

Bidirectional Long Short-Term Memory (BILSTM) networks extract contextual 

values. Affective dimensions (valence, arousal, and dominance) from the NRC 

Lexicon are used to create attention layers that focus on emotional aspects of 

words. The ensemble of these models improves prediction accuracy. The model 

was evaluated using the MBTI dataset from Kaggle, comprising 8675 users' 

Twitter data. 

Findings: The proposed model achieved an average accuracy improvement of 

3.35% to 6.23% compared to state-of-the-art models like BERT while reducing 

execution time significantly (by 1/24 of BERT’s time). Incorporating affective 

dimensions enhanced predictions, particularly in personality traits resistant to 

change, such as Thinking-Feeling and Judging-Perceiving. 

Conclusion: The integration of affective attention mechanisms and enhanced 

preprocessing methods significantly improves personality prediction models. The 

proposed approach not only boosts accuracy but also reduces computational 

demands, making it highly applicable in practical scenarios like customer profiling 

and recommendation systems. Future work could explore additional personality-

related dimensions and unsupervised learning techniques. 
Keywords: Personality prediction; MBTI; VAD analysis; Affective Attention mechanism; 

Ensemble; Bidirectional LSTM 
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1. Introduction 

ith the evolution of computing technologies, 

personality prediction has become a popular field of 

research. Researchers have found a solid relationship 

between people's preferences, behaviors, and personality 

traits (Ozer & Benet-Martínez, 2006). Personality is a 

psychological structure that reflects individual emotions, 

thoughts, feelings, motivations, and attitudes characteristics 

that make people vary from each other (Yuan et al., 2018). 

Hence it can play an important role in personalization 

(Abidin & Remli, 2020). Personality recognition helps 

create a customized and personalized system that improves 

user experience. So far, different scenarios such as Human 

resource recruitment systems (Abidin & Remli, 2020), 

recommendation systems (Wang et al., 2021; Yang & 

Huang, 2019), chatbots (Galitsky, 2021), and advertainment 

design (Winter et al., 2021) have benefited personality traits 

that improve user experience. 

Since lingual data is one of the best indicators of 

personality-related traits such as behaviors, emotions, and 

motivations, analyzing user content generated is a way of 

discovering individuals’ personalities (Štajner & Yenikent, 

2021). The Myers-Briggs Type Indicator (MBTI) (Myers & 

Myers, 1995) is one of the most popular and widely used 

personality (Abidin & Remli, 2020) assessments for 

understanding people in various fields that use behavioral 

concepts to study personality. Hence, we have chosen the 

MBTI assessment for our paper, consisting of four dual 

categories: Introversion(I) vs. Extroversion (E), Sensing (S) 

vs. Intuition(N), Thinking(T) vs. Feeling(F), and Judging(J) 

vs. Perceiving(P) (Myers & Myers, 1995). 

Users on social networks generate millions of posts 

(Hassanein et al., 2019) that express their feelings, thoughts, 

and attitudes. With the growth of computing technologies, 

the utilization of this rich information resource is increasing. 

In a few years, one field of attention paid by academic 

researchers will be personality prediction. 

Much research on different machine learning and deep 

learning on personality prediction. Machine learning 

methods for extracting the desired features often relied on 

word counting and statistical calculations of the presence of 

words and discovering the optimal space of these features. 

One of the areas related to vocabulary extraction and 

counting was the LIWC method (Pennebaker et al., 2007). 

Because access to it is not open and also unsuitable for social 

network applications (Ren et al., 2021), semantic feature 

extraction has been mainly used based on the neural 

network. 

In recent years, with the development of computing 

technologies and emerging deep neural networks, 

researchers have adopted deep learning methods for 

personality prediction to improve the study of this field 

(Yuan et al., 2018). Intrinsically, predicting personality from 

text is a complicated problem; hence, to achieve a model 

with optimal performance just with the semantical and 

contextual dimensions of words, models become more 

complex and time-consuming, with more layers to be built 

on understanding the complexity of the problem. Therefore, 

the objective of this paper is to answer the following 

question how to provide a model with better performance so 

that the complexity of the previous models not only doesn't 

increase but also decreases? 

The proposed model includes 4 phases: 1) the cleansing 

and preprocessing of noisy text data, 2) the extracting of 

semantic and emotional dimensions from text, 3) the design 

of the neural network for encoding data and enriching words 

by emotional dimensions, 4) fusing designed neural 

networks for improving and stabilizing performance of the 

final model. 

The correlation between emotions and personality has 

led to using one of these two categories to improve the 

prediction of the other. Some studies have used personality 

to analyze emotions (Xue et al., 2018). Contrary, in some 

others, because personality is a relatively more stable trait, 

they have improved personality prediction by adding 

emotional features (Darliansyah et al., 2019). Majumdar et 

al. (2017) filtered words based on their polarity from the 

text using NRC Lexicon, which has 14,182 words 

(Majumder et al., 2017). They focused on words with 

positive or negative polarity and ignored the semantic 

effect of other words. Zhao et al. (2020) leverage the 

sentiment polarity features to word2vec word embed and 

use attention layer by topic preferences (Zhao et al., 2020). 

Ren et al. (2021) In another study, the polarity sentiment of 

each word was added as a feature to BERT’s word 

embedding. Still, due to BERT having 768-dimensional 

features, one dimension of sentiment could not impact 

improving personality prediction accuracy (Ren et al., 

2021). Hence, they mapped a one-dimensional sentiment 

vector to 20 dimensions by a linear transformation as data 

augmentation and then added it to BERT word embedding. 

As reviewed, emotions in personality prediction have been 

used based on adding the polarity of words or sentences as 

features to word embedding or sentence embedding. 

W 

https://portal.issn.org/resource/ISSN/3041-8518
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 In this research, we have used the dimensions of 

affection. by expanding our study instead of just using 

polarity. In the NRC lexicon, Mohammad obtained valence, 

arousal, and dominance of 20,000 words (Majumder et al., 

2017)Click or tap here to enter text..  The VAD affection 

model shows three nearly orthogonal dimensions that 

comprehensively describe emotional states (Mehrabian, 

1996b). There is a correlation between Personality traits and 

affection analysis. Wen et al. used linear regression formulas 

(Mehrabian, 1996a) from the Big Five personality traits to 

calculate VAD values (Wen et al., 2021). Bauerhenne et al. 

(2020), in their project, used a mapping between the Big five 

personality traits and VAD space (Bauerhenne et al., 2020). 

This research shows a strong correlation between personality 

prediction and emotional dimensions.  

Deep learning-based personality prediction has been a 

new research field in recent years. Previous papers (Ahmad 

et al., 2020; Artha Agastya et al., 2019; Mehta et al., 2020; 

Remaida et al., 2020) have reviewed machine learning, deep 

learning methods, and data sources in the personality 

prediction field. Deep learning-based personality prediction 

with the increasing power of computational computers is 

growing. Deep learning-based personality prediction with 

the increasing power of computational computers is 

growing. The following section reviews the previous studies 

by focusing on the deep learning method for text-based 

personality prediction. 

Majumdar et al. (2017) used deep Covolutional Neural 

Network (CNN) for extracting n-gram features by 

convolutional filters on non-neutral sentences (Majumder et 

al., 2017). To improve the model’s performance, they 

concatenate n-gram features with Mairesse Linguistical 

features (Mairesse et al., 2007). They showed that CNN 

alone performs not well, and applying sentiment filters and 

adding the document level, Mirasse Linguistical features 

have improved model accuracy Xue et al. (2018) used a 

Bidirectional Gated recurrent unit (GRU) with an attention 

mechanism layer at the sentence level, concatenated outputs 

and fed them into the CNN layer as input (Xue et al., 2018). 

While Lynn et al. (2018) use of attention mechanisms in a 

hierarchical way at the message level and word level (Lynn 

et al., 2020). Wang et al. (2020) All personality traits were 

correlated together, and a model was created using graph 

convolutional networks (Wang et al., 2020). Jeremy and 

Suhartono (2021) used Recurrent Neural Network (RNN) to 

create word embedding for neural networks to predict 

personalities from Indonesian tweets (Jeremy & Suhartono, 

2021). Sun et al. (2018) exploited BILSTM and CNN 

models to detect personality traits (Sun et al., 2018). 

 However, with the popularity of CNN and LSTM-based 

methods in personality prediction, Yang et al. (2022) 

addressed that generic attention-based CNNs, Graph 

Convolutional Networks (GCNs), and Long Short-Term 

Memory networks (LSTMs) have a big limitation in 

personality prediction space in that they are unable to 

acquire linguistic cues at different granularities including 

person-level characteristics, psychological concepts, and 

syntactic at the word level, so they were designed personality 

model with transfer approach and hierarchical by adding the 

psychological feature (Yang et al., 2022). Zhao et al. (2020) 

enriched insufficient semantic context information by 

adding sentiment features to the model (Zhao et al., 2020). 

Also, they applied the attention mechanism layer (Vaswani 

et al., 2017) to LSTM, given the proven importance of the 

attention mechanism (Kim et al., 2017). They used the 

distribution of theme preferences extracted by LDA (Blei et 

al., 2003) for the weight of attention in the attention 

mechanism. And also mentioned that we need to add extra 

knowledge to the text to enrich the personality prediction 

model. Ren et al. (2021) noted two limitations of personality 

prediction methods: the lack of sentiment analysis and 

ignoring information about the context of words. They 

leveraged BERT to generate sentence-level embedding and 

then added sentiment information (Ren et al., 2021). 

Some researchers have used the ensemble approach to 

improve personality prediction model performance. The use 

of ensemble models in the deep learning method for text in 

various fields has improved the results over single models 

(Alsayat, 2022; Heikal et al., 2018; Mohammadi & 

Shaverizade, 2021; Rokach, 2019). The ensemble methods 

combine base classifiers with improving model accuracy and 

stability. Ensemble methods are categorized into two 

groups: dependent and independent methods. In dependent 

methods, The output of one classifier impacts another. But 

in independent methods, each classifier executes 

independently and is combined with obtained outcomes. The 

Averaging strategy of independent methods ensemble is 

widely used (Mohammed & Kora, 2021). Voting is a method 

of averaging. In this method of determining class, prediction 

is achieved based on a label with the most frequent vote on 

base classifiers. This method of voting is called hard voting, 

shown in Eq 1.  

 

y
i
=mode{cl1,cl2,…,cln} (1) 

 

https://portal.issn.org/resource/ISSN/3041-8518
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𝑐𝑙𝑖  is the label of each classifier. In contrast, soft voting 

in Eq 2. considers the probability value of each classifier 

rather than the prediction labels of each classifier. 

 

𝑦𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖
1

𝑛
∑ 𝑝𝑖𝑗

𝑛
𝑗=1  (2) 

 

That 𝑝𝑖𝑗  is the probability of ith class label of the jth 

classifier of n classifier. One of the popular methods in 

weighted majority voting ensemble is using accuracy as a 

weight for each classifier (Rokach, 2019).  

In personality prediction, EI-Demerdash et al. (2020) 

used various pre-trained language models to get more 

semantics from the context of the text (El-Demerdash et al., 

2022). They fused classifier methods for improving accuracy 

with fixed rule methods. Teragawa and Li (2020) used 

Feature fusion and voting mechanisms to ensemble LSTM 

and CNN and CNN with LSTM output models (Teragawa & 

Li, 2020). 

The primary purpose of this paper is to achieve a novel 

more accurate personality prediction model based on 

informal texts such as social networks texts. To achieve this 

purpose, again, we return to the definition of personality. 

Personality is a psychological construct reflecting an 

individual’s behavior, emotions, thought patterns, and 

motivational characteristics (Han et al., 2020; Mehta et al., 

2020; Yuan et al., 2018); in other words, personality 

combines the mentioned components. Hence, we leverage 

personality prediction by adding affection analysis.  

Some studies have shown a relationship between 

personality and emotions (Remaida et al., 2020). This 

concept indicates that people with similar personalities use 

words with similar emotional weight. Therefore, the model 

should consider the emotional aspect of the words in the 

embedding and encoding of words; By although some 

previous research, it has mentioned adding emotional 

dimensions to the words, still two limitations can be seen in 

them: The first limitation is that these studies mainly have 

used the sentiment polarity of words or sentences (Ren et al., 

2021; Zhao et al., 2020) While a word emotionally, in 

addition to its polarity, has other dimensions such as 

dominance and arousal that can be affected by the 

personality trait of individuals. The second one is that 

sentiment information has been applied to the model just by 

concatenating sentiment dimension(s) to semantical 

dimensions. Due to the sentiment dimensions (almost one 

dimension) being much smaller than semantic dimensions 

 
* https://nlp.stanford.edu/ 

(200, 300, or 768 dimensions), they will not significantly 

impact the final models (Majumder et al., 2017; Ren et al., 

2021). To tackle these limitations, we add arousal and 

dominance of dimensions to the polarity of words. Hence, 

we used the lexicon provided by the National Research 

Council Canada (NRC) because it has these three 

dimensions of emotion, and the model has paid attention to 

sentences at the word level from the aspect of emotions. 

On the other hand, social network text has many noises, 

and the usual preprocessing method is insufficient. If Input 

data is noisy, we can’t expect a good model performance 

even if complicated models with more layers are used. We 

prefer cleansing data by a new method. This method 

removes potential noisy data and stopwords by positional 

words and Latent Dirichlet Allocation (LDA) modeling.  

Pre-trained Global Vector (GloVe *) word embedding on 

Twitter data applies to clean data for extracting semantical 

feature dimensions. We encode word embedding dimensions 

by Bidirectional long short-term memory (BILSTM) to 

improve semantical and contextual dimensional values. We 

extract the emotional value of each word based on the VAD 

(Valence, Arousal, Dominance) NRC Lexicon†. This lexicon 

includes three important dimensions of the meaning of the 

word: valence, Arousal, and dominance for 20,000 words. 

To enrich encoded words’ values extracted by BILSTM with 

emotional awareness, we create an attention layer and focus 

on each word by its emotional level. We make three models 

based on each dimension of emotion and ensemble them to 

improve and stabilize the model's performance. 

Indeed, by modeling the attention mechanism on 

preprocessed and encoded data, we present an effective 

method in a shorter time than Bidirectional Encoder 

Representations from Transformers (BERT) (Devlin et al., 

2019) algorithms for personality recognition. We have 

defined the attention weights based on three emotional 

dimensions. Our proposed model is the fusion of three 

BILSTM affective attention models. To evaluate the 

performance model, we apply it to the MBTI public dataset, 

which includes users' tweets with personality type labels. 

The main contributions of this study are as follows: 

1) We propose a novel multi-label personality 

detection model that combines BILSTM encoded 

value with attention mechanism and ensemble 

models to improve and stabilize final models. 

2) We propose a novel preprocessing method by using 

syntactic role of words that reduces text noise and 

† https://nrc.canada.ca/ 

https://portal.issn.org/resource/ISSN/3041-8518
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improves models' performance. This method can 

apply to all text pattern recognition problems. 

3) We propose a method that pays attention to 

semantical features by the level of emotion of each 

word. Indeed, it strengthens or weakens the impact 

of words by using these dimensions. The 

combination of Valence, Arousal, and dominance 

dimensions adds some ability to explain personality 

and contributes to the analysis of personality traits.  

4) Experiment results on the MBTI datasets 

demonstrate that our model outperforms the state-

of-the-art techniques in personality detection with 

execution time much less than BERT. 

2. Methods and Materials 

2.1. Study Design 

This paper uses a Twitter data set with labels of 

personality types for each user. Hence, the model is learned 

by supervised deep learning. For the MBTI personality 

model, we have 16 different character types. Each type 

includes four dimensions that convert to four labels for each 

personality type. Since these labels are independent, a neural 

network model for each label has been transformed from a 

multiclass classification problem to a multilabel 

classification problem. Figure 1 shows the methodology 

steps of this paper. Data are preprocessed by a new method 

for removing stopwords to reduce the noise of texts. For 

representing, words of sequences used, the Twitter GloVe 

pre-trained model. The next step encodes the GloVe word 

representation by BILSTM to extract left and right 

semantics. Encoded semantic words are fed to attention 

layers built by the affection weights of each word instead of 

focusing on all words equally. VAD NRC Lexicon has 

created the affection weights for each personality trait. 

Figure 1 

The steps of the proposed model 

 

2.2. Preprocessing 

Preprocessing is one of the most significant steps to 

improve performance models in text classification problems. 

It includes several steps that are usually the same in all 

research for formal and informal text. While informal texts, 

especially social networks, have a lot of noise, the usual pre-

processing methods are not enough to clean the data. Hence 

to reduce noise from these, we add some steps in 

preprocessing phase. We have two activities for 

preprocessing of data. The first, change and update of default 

stopwords list by using the LDA method. We create the LDA 

model on texts of the dataset and extract 20 topics with 20 

words. Meaningless repetitive words existing in 400 words 

be chosen and added to the default stopwords list. The 

second enrich each word by syntactic feature. Some words, 

based on their role in the sentences, are ignorable. On the 

other hand, in personality prediction, using some parts-of-

speech tags is more important than others. We add syntactic 

information to each word by leveraging NLTK tools. Part-

of-Speech tagging annotate a role for each word in the 

sentence that is the lowest level of syntactic analysis. So, it 

is used for achieving syntactic information and word sense 

disambiguation and could distinguish each morphism in 

polymorphism words.  

https://portal.issn.org/resource/ISSN/3041-8518
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Table 1 

List of Filtered tags from NLTK POS Tag 

Tags Description Examples 

CC coordinating conjunction And, both, but, et, for, etc. 

CD cardinal digit One, mid-1980,000, 271, etc. 

DT determiner All, an, another, the that, etc. 

IN preposition/subordinating conjunction Out, inside, pro, on, by, etc. 

dEX existential there there 

FW foreign word  

LS list market  

NNP(s) proper noun Motown, Liverpool, ODI, etc. 

POS possessive ending ‘, 's 

TO infinite marker (to) To 

UH Interjection Gosh, whammy, Oops, golly, etc. 

We extract of syntactic of words via NLTK Pos of tag and 

create a vector of role of words in sentences related to 

tokenized sentences. In Figure 2 shown the steps of our 

proposed method for preprocessing data. We remove the 

URLs, digits, emojis, and emoticons from the text without 

removing punctuation. For removing emojis, we use code of 

emojis and emoticons. Then we correct the words that the 

letters have been repeated more than twice. In the second 

step, we mark words in the text as a particular part of speech 

using NLTK pos tagging. In the third step, we add a list of 

extracted customized stopwords by LDA (Blei et al., 2003) 

to NLTK stopwords so that each word is in the top ten topics 

and does not meaningful; it removes from the text. Then we 

add punctuation to the stopwords list. Social media texts are 

informal texts and contain noisy words or misspellings. We 

chose the words based on POS tagging in the sentence. As 

described in the second step, we have given a pos tag to each 

word. We selected just words that their tags exist in this list 

['VBN','WP','VBG', 'JJ', 'VBZ', 'VBP', 'NN', 'PRP', 'WP$', 

'PRP$', 'WDT', 'RB', 'RBR', 'RBS', 'VBD', 'IN', 'JJR', 'JJS', 

'PDT', 'MD', 'VB', 'WRB', 'EX', 'NNS']. This filtering helps 

us to remove some noise from the text. Table 1 shows tags 

that their related words are removed. In the Figure 2 shown 

the flowchart of preprocessing data. 

Figure 2 

Flowchart of the proposed method of preprocessing 

https://portal.issn.org/resource/ISSN/3041-8518
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2.3. Encoder block 

We have used pre-trained tweeter GloVe word 

embedding to benefit local and global contexts. Max length 

of each document is 600, and the dimension of the word in 

this pre-trained word representation is 200; the space of 

word embedding is (601*200) for N users. To stabilize the 

learning process and reduce the number of training epochs, 

we add a Batch Normalization Layer (Ioffe & Szegedy, 

2015). After normalization, data is fed as input into LSTM 

Networks. LSTM is a popular type of RNN that is powerful 

for encoding input sequences. These networks perform as 

well for long sentences and overcome vanishing gradients 

(Hochreiter, 1998; Hochreiter & Schmidhuber, 1997).   

Because LSTM does not consider the whole context 

provided by the next words, we use Bidirectional LSTM. 

BILSTM trains two LSTM instead of one. One processes 

input sequences and the other processes reverse input 

sequences.  For encoding sequences in BILSTM, we can get 

the hidden forward state from forwarding LSTM ℎ⃗ 𝑖 and the 

backward hidden state ℎ⃖⃗𝑖 from backward LSTM for each 

sentence. And then, as shown in Eq 3, we merge two hidden 

states. 

 

ℎ𝑖=ℎ⃗ 𝑖 ⊕ ℎ⃖⃗𝑖        (3) 

 

2.4. Affective attention mechanism block  

One of interest advancement of machine learning has 

been attention mechanism (Yang et al., 2022). Attention is 

becoming a most important concept in deep learning. In their 

study, Niu et al. (2021) reviewed methods and applications 

that used attention mechanisms in computer vision and 

natural language processing (Niu et al., 2021). The human 

biological system inspires the attention mechanism, which 

takes more attention to specific elements to understand 

phenomena. Humans don’t tend to perceive all information 

at once. Instead, they to selectivity focus on the part of 

information when needed and about other information less 

pay attention to them or ignore them altogether. We used the 

attention concept in natural language processing and created 

custom attention weights by valence-arousal-dominance 

orthogonal dimensions of affection. 

This section has two parts. In the first part, we addressed 

how emotional attention weight calculates and explained 

creating an attention mechanism layer. 

https://portal.issn.org/resource/ISSN/3041-8518
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2.5. Affection & emotion analysis 

Words play a significant role in understanding and 

describing the world around us. In several studies three most 

important, largely independent, dimensions of word 

meaning are valence (positiveness–negativeness/pleasure– 

displeasure that is sentiment polarity), arousal (active-

passive degree), and dominance (dominant-submissive that 

is active power) (Mohammad, 2018; Russell, 1980, 2003). 

hence for evaluating the similarity of two words in addition 

to the semantical feature, we also could compare their degree 

of Valence, arousal, and dominance. 

So far, the number of applications include automatic 

sentiment and emotional analysis of the text (Xiang et al., 

2020; Xiang et al., 2021),  cognitive science (Reuderink et 

al., 2013), and psychology for understanding how people 

view the world around them (Grgic & Podobnik, 2021; Wen 

et al., 2021), and social sciences for understanding 

relationships between people (Mehu & Scherer, 2015; 

Parkinson & Manstead, 2015) benefited from valence, 

arousal, and dominant dimensions. In this regard, some 

researchers created lexicons to take advantage of the 

emotional dimension in the analysis of texts. Bradley and 

Lang (2008), by the theory of emotions for the first time, 

three types of ratings were carried out for 1,034 words called 

the ANEW lexicon (Bradley & Lang, 2008). Warriner et al. 

(2013) extended the ANEW lexicon to 1,340 words 

(Warriner et al., 2013). Mohammad (2018), in VAD NRC 

Lexicon, obtained a human rating of valence (V), arousal 

(A), and dominance (D) for 20,000 words by using the Best–

Worst Scaling to obtain fine-grained scores and address 

issues of annotation consistency (Mohammad, 2018). He 

showed statistically significant differences in understanding 

valence, arousal, and dominance across age, gender, and 

personality. Because VAD NRC Lexicons cover more words 

and are vastly more reliable than those in existing lexicons 

(Mohammad, 2018), this paper has used this lexicon to 

analyze emotional dimensions as the most important aspects 

of each word besides the semantical aspect. These 

dimensions are independent of each other (Russell, 2003). 

Hence, we focus on each dimension separately.  

2.6. Affective attention layer for personality prediction 

Affection values in each dimension of valence, Arousal, 

and dominance in important dimensions, meaning words for 

creating attention weights. Eq 4 shows the calculation of 

three weights for each dimension of VAD space. Each model 

of prediction personality dimension coefficient of vector 

values could be different. 

 

{

𝑊𝑉𝑖 = 1 + 𝛼𝑖𝑣𝑉

𝑊𝐴𝑖 = 1 + 𝛽𝑖𝑣𝐴

𝑊𝐷𝑖 = 1 + 𝛾𝑖𝑣𝐷

  (4) 

 

𝛼𝑖 , 𝛽𝑖 , 𝛾𝑖  where i valued by E-I, N-S, T-F, J-P, indicates 

a non-negative value for increased impact of each VAD 

dimension relative to each personality type. For not ignoring 

semantical dimensions in subsequent steps, the number one 

has been added to the equation. So, we have three weights 

for each personality trait dimension, and overall, we 

calculate 12 attention weights. 

For the application of the attention mechanism, have been 

taken help from calculated affective weights to highlight 

words based on the degree of their emotions. To build of 

attention layer in this paper, weights of affection multiplied 

by the output of the BILSTM encoders. 

 

ℎ𝑖
′ = ℎ𝑖 ∗ 𝑊𝑖  (5) 

 

ℎ𝑖 is the output encoding word embedding dimensions 

from BILSTM and 𝑊𝑖 includes  𝑊𝑉𝑖 ,𝑊𝐴𝑖 ,𝑊𝐷𝑖 that are the 

weight of each dimension of VAD spaces calculated in Eq 5. 

Figure 3 

The proposed personality model 
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In Encoder Block, WE are shown GloVe word embedding, and ℎ𝑖 is word sequences encoded which id the output of BILSTM. In the attention block, we 

use the VAD NRC lexicon for 20000 words with three dimensions valence, arousal, and dominance. We create three vectors for each dimension: VE, AE, and 

DE. Then each vector multiplies in a non-negative value 𝑤𝑣 for the Valence vector, 𝑤𝑎  for the arousal vector, and 𝑤𝑑 for the dominance vector for weighting 

them. After we multiply the output of BILSTM in these weighted affection vectors separately, we have three model outputs ℎ𝑣𝑖
′ , ℎ𝑎𝑖

′ . ℎ𝑑𝑖
′ . Then we sum up (∑) 

dimensions of each word. And each model used a dense layer for predicting the class of personality. In the ensemble block, used accuracy of each attention-

based BILSTM model as weight - 𝑊𝑂𝑉 for valence attention based BILSTM model, 𝑊𝑂𝐴 for arousal attention based BILSTM model, and 𝑊𝑂𝐷 for dominance 

attention based BILSTM model for majority voting. 

 

Indeed, we multiply each value from the encoder word 

values obtained by BILSTM in its related affective attention 

weight vectors and sum all values for each word. These two 

steps are formulated in Eq 6.   

{

∑ℎ𝑣𝑖
′ = ∑(ℎ𝑖 ∗ 𝑊𝑉𝑖)

∑ℎ𝑎𝑖
′ = ∑(ℎ𝑖 ∗ 𝑊𝐴𝑖)

∑ℎ𝑑𝑖
′ = ∑(ℎ𝑖 ∗ 𝑊𝐷𝑖)

 (6) 

After the attention mechanism, we create a dense layer 

with a sigmoid activation function for training the network’s 

output. Figure 1 shows three outputs. Each output has 

https://portal.issn.org/resource/ISSN/3041-8518
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resulted from performing V, A, and D weight attention 

vector to encoder output in this step. We fused three models 

for each personality trait to take advantage of the 

performance of all three models. 

For evaluating of model performance be used accuracy 

metric that in Eq 7. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (7) 

2.7. Ensemble Block 

Because of the variety of accuracy of models, we fuse 

three models to reach the best accuracy between models. We 

build three models for each valence, Arousal, and 

Dominance Dimension as attention points to each word and 

fuse these models with the majority voting technique. These 

models have different aggregation values; hence, we use 

weighted soft majority voting in Eq 8. These weights are the 

accuracy of the efficiency of each classifier.  

𝑦𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖
1

𝑛
∑ 𝑚𝑗𝑠𝑖𝑗

𝑛
𝑗=1  (8) 

That 𝑠𝑖𝑗  is the probability of belonging to one or zero 

class of the jth classifier of three classifiers, and 𝑚𝑗 is the 

accuracy of each classifier. 𝑦𝑖  is the final value for predicting 

class. 

3. Findings and Results 

3.1. Data Set and Preprocessing 

The MBTI personality type dataset is a standard dataset 

that contains 8675 volunteer users’ data on Twitter, which is 

one of the largest datasets available with personality type 

labels. This set includes two fields, post, and type. Each post 

has 50 of each tweet sent by the user, and each tweet has the 

character "|||" separated, which contains 422,845 tweets. The 

type field addresses the personality of the tweet generator 

user. Each type includes four letters; each letter signifies a 

key aspect of an individual's personality. The personality 

café forum has collected this dataset, and permission has 

been given for its use in academic research. 

Preprocessing is one of the most significant steps that 

effectively reduces noise in textual data. Data preprocessing 

often involves several specific parts. We create a list of 

stopwords, remove them from text, and filter words based on 

their role in sentences. 

3.2. Affective Relevance Analysis  

We have used VAD NRC Lexicon to add emotional 

features to this paper. This Lexicon contains 20,000 words; 

each word has a real value between 0 and 1 in three 

dimensions valence, arousal, and dominance. Before 

implementing the model, we analyzed this lexicon and the 

distribution of using it on the data set. 

We first discuss the proportion of affective words in texts 

generated by each personality type. Figure 4 shows that each 

personality type has an approximate same portion in the 

usage of affective words (between 17.5 and 19.5). 

Figure 4 

The portion of affective words used by users in each personality type 

 

For a more detailed analysis, considering that we have 

used the multi-label models for predicting personality, we 

analyzed the share of usage of this word for each label. 

Figure 5 shows that each personality dimensions have a 

share of more than 50% (55.7-56.3) in the use of affective 

words. Therefore, we could result that these words include 

information in addition to semantics content that needs more 

attention. 

https://portal.issn.org/resource/ISSN/3041-8518
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Figure 5 

The portion of the affective word in each dual personality dimension 

 

At last, we analyze the distribution of the values of each 

dimension in the VAD NRC Lexicon. Figure 6 shows that 

the value of words in the valence, Arousal and dominance 

dimension is different, and it expresses that each dimension 

of affection has different distribution between words. Paying 

attention to each of these dimensions can affect identifying 

personality dimensions differently. 

Figure 6 

Distribution weight of Valence, Arousal, and Dominance words in NRC Lexicon 

 

 

3.3. Experimental setting 

3.3.1. Baseline Methods 

We have listed neural network methods most recently 

used in feature extraction and predicting personality traits. 

GloVe: uses a GloVe word embedding for representing 

the semantics of words that benefit from combining 

advantages of global matrix factorization and local context 

window methods (Pennington et al., 2014).  

CNN: uses a convolution layer to extract importance and 

similar feature in the text  (Jacovi et al., 2018). 

LSTM: That is a famous RNN architecture with a gated 

mechanism to encode longer sentences and memorize 
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important words. LSTMs were developed to handle 

exploding and vanishing gradient problems when training 

traditional RNNs (Hochreiter & Schmidhuber, 1997). 

BILSTM: That is Called Bidirectional LSTM. It 

Concatenates LSTM encoding in two directions to model 

semantic words from left and right neighbor words (Graves 

& Schmidhuber, 2005).  

Transformer Encoder: uses word embedding and 

positional embedding with a multi-head attention 

mechanism for encoding text representation (Vaswani et al., 

2017). 

BERT: A Transformer Bidirectional Encoder 

Representation that models the context of words via a pre-

trained language model (Devlin et al., 2019). 

We have compared its accuracy with baseline methods to 

evaluate the impact of improving our proposed model. 

Training 

Parameter setting: In deep neural networks, 

hyperparameter choice is a critical task. We investigated the 

different values to get the best values. Table 2 shows the 

final values of these parameters. Due to the complexity of 

deep neural networks, one of the most likely problems is the 

overfitting of the models. We use four techniques to prevent 

this problem: batch normalization (Sun et al., 2018), dropout 

(Russell, 2003), regularization, and early stopping (Xiang et 

al., 2020). Batch normalization and dropout techniques have 

been used before the BILSTM layer and the regularization 

method in the dense layer after the BILSTM layer. And as 

the final technique, we used early stopping in fitting models. 

Sequences have been vectorized using pre-trained GloVe 

word embedding trained on tweeter data with 200 

dimensions for each word. 

For the configuration of baseline methods, we have used 

64 channels for CNN and pool with size=1. And we have 

designed a network with dual head attention and 32 

dimensions, and 32 neurons for the Encoder transformer 

implementation. 

The coefficients of the mentioned weights in equation 4 

in this study are considered equal to 1. 

Evaluation: We use accuracy to evaluate the 

performance of the prediction personality trait model. Our 

model consists of four binary class classifications. So, 

Accuracy is not only a popular metric for measuring 

performance personality trait predictions but is also suitable 

for binary classification problems. Besides, the average 

accuracy is obtained for comparing the results of models in 

conclusion. 

Table 2 

Configuration of BILSTM model in the proposed model 

Hyperparameters  Values 

LSTM neurons 32 

Dropout 0.5 

L1 Regularize 0.01 

Optimizer  RMSprop 

Learning Rate 0.005  

No. epochs 10 

Batch size 64 

 

3.4. Result & Discussion 

In this paper, because we have a multi-label 

classification, and each label in MBTI is independent of 

another, we model a network for each label separately. We 

investigate the deep learning methods for feature extraction 

and classifying. This section shows that our proposed model 

outperforms in comparison with state-of-the-art methods. 

We trained Encoder transformer, CNN, LSTM, and 

BILSTM on the pretrained GloVe word embedding and pre-

trained BERT with a dense layer. Table 3 shows the result of 

all models. We have highlighted the best values in this table. 

Our proposed model improves some dimensions of 

personality traits, including Extroversion-Introversion and 

Intuition-Sensing, which are resistant to change. As evident 

in Table 3, among the state-of-the-art models, the BERT 

model and a dense layer with a sigmoid activation function 

have outperformed the other models. However, our proposed 

model (both with the normal pre-processing and the new pre-

processing method) has performed better than the BERT 

model. We found that GloVe word embedding with LSTM 
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performs better than BILSTM, which means the best 

algorithm’s performance in each problem could be different. 

Adding affection information to word embedding on the 

baseline methods shows T-F personality trait could be 

improved.  

Table 3 

Comparison of Accuracy Scores proposed model with baseline models 

Model E-I N-S T-F J-P Avg 

GloVe +LSTM 76.91 86.21 61.47 62.54 71.78 

GloVe +BILSTM 76.91 86.21 60.51 60.32 70.98 

BERT 76.95 86.20 70.53 60.93 73.65 

ENCODER+MLP 76.91 86.21 59.59 60.43 70.78 

ENCODER+LSTM 76.91 86.21 64.81 60.85 72.19 

GloVe +CNN+LSTM 76.91 86.21 57.16 60.43 70.17 

GloVe +AFF+LSTM 76.91 86.21 63.00 60.05 71.54 

GloVe +AFF+BILSTM 76.91 86.21 68.15 60.15 72.85 

Proposed model  77.43 86.40 76.35 63.40 75.92 

Proposed model + novel preprocessing 78.30 86.66 76.85 65.76 76.90 

 

Three affective attention weights have been created based 

on three important dimensions of the word meaning. These 

affective attention weights include valence attention weight 

(VATT), Arousal attention weight (AATT), and Dominance 

attention weight (DATT) vectors. Also, we have used the 

average of three dimensions as another affective attention 

weight (AFFATT). And then, we applied them to the 

BILSTM encoder outputs. Table 4 shows the results of four 

experiments compared to our proposed model with the 

typical preprocessing method.  

Table 4 

Comparison of BILSTM with different affective attention models with the proposed model (with the typical preprocessing method) 

Model E-I N-S T-F J-P Avg 

GloVe +BILSTM+VATT 78.06 86.21 74.41 60.20 74.72 

GloVe + BILSTM+AATT 77.10 86.21 74.62 62.47 75.10 

GloVe +BILSTM+DATT 75.26 85.75 75.64 60.24 74.22 

GloVe +BILSTM+AFFATT 77.30 86.32 74.41 60.70 74.68 

Proposed 77.43 86.40 76.35 63.40 75.92 

 

Table 5 shows the of four experiments in comparison with 

our proposed model with the new preprocessing method. 

Table 5 

Comparison of BILSTM with different affective attention models with the proposed model (with the novel preprocessing method) 

Model E-I N-S T-F J-P Avg 

GloVe +BILSTM+VATT 78.90 86.35 75.68 65.08 76.50 
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GloVe + BILSTM+AATT 77.76 86.25 74.68 65.58 76.06 

GloVe +BILSTM+DATT 77.10 86.29 76.00 62.93 75.58 

GloVe +BILSTM+AFFATT 77.50 86.51 75.26 62.47 75.43 

Proposed 78.30 86.66 76.85 65.76 76.90 

 

As expected, because of the different distribution of each 

affection dimension in texts, also the outcome and accuracy 

of each model are different. Some personality traits have 

been affected more than others by each affection dimension. 

As shown in Table 4 and Table 5, when using the Dominance 

attention weight vector (DATT), E-I, N-S, and J-P prediction 

accuracy is improved than in other models. While applying 

the valence attention weight (VATT), performance in the T-

F personality dimension has improved.  

This paper has three significant findings: the first is that 

paying attention to text by the aspects of the emotion of 

words as three important dimensions of word meaning 

affected the performance of personality trait prediction in all 

dimensions and improved them. Although these effect for all 

type of personality trait prediction is not equal; It has a more 

significant impact on the prediction of some personality 

dimensions, such as Thinking-Feeling and Judging-

Perceiving, which means these two personality traits have 

more related to emotional words. and the second is data 

preprocessing by ‘PoS tagging’ and extracting new 

stopwords by LDA help to reduce noise and improve the 

performance of models effectively. And finally, our 

proposed model has surpassed BERT's advanced and 

efficient model in terms of model prediction accuracy and 

time complexity reduction, as shown in Table 6. 

Table 6 

Comparison of execution time and average accuracy scores proposed model with baseline models 

Selection Models Avg Acc Execution Time (~) 

GloVe +LSTM 71.53 15 Minutes 

Pretrained BERT (base) 73.65 3515 Minutes 

ENCODER+LSTM 72.19 75 Minutes 

GloVe +AFF+BILSTM 72.85 20 Minutes 

Proposed 76.40 90 Minutes 

 

4. Discussion and Conclusion 

Our proposed model achieved better performance in 

comparison with the state-of-the-art models. This paper 

encodes and revalues the features extracted with pre-trained 

GloVe by the BILSTM model for word representation. In 

parallel, an attention weight vector has been created based 

on each dimension of VAD dimensions separately. These 

affective attention weights have been applied to the BILSTM 

encoder for the attention mechanism layer. Three affective 

attention models have been fused to achieve maximum 

accuracy of models in all types of personality dimensions 

with various performances. We applied attention mechanism 

in the word level. Model evaluated on Kaggle MBTI dataset. 

Significantly, attending to each word based on its valence, 

arousal, and dominance level to semantical and contextual 

values have been achieved better performance than only 

concatenating three dimensions to semantical and contextual 

dimensions.  

The average accuracy of our proposed model with the 

new preprocessing method improves by 4.41% compared to 

the LSTM and multi-encoder model and 3.35% in contrast 

with BERT. Novel preprocessing with the proposed model 

positively affects the model's performance and is suggested 

for all classification problems; this model could improve the 

performance of some resistant personality dimensions. In 

addition to, some personality dimensions, such as J-P and T-

F, are improved more than others because of these two traits 

could be more correlated with emotional words. 

5. Limitations & Suggestions 
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While the proposed model demonstrates significant 

improvements in personality prediction accuracy and 

computational efficiency, it has several limitations. The 

reliance on the MBTI dataset, which is limited in size and 

diversity, may affect the model's generalizability to other 

datasets or real-world applications. Additionally, the focus 

on textual data from social media might not fully capture the 

multifaceted nature of personality traits, which are 

influenced by various non-textual cues such as behavior, 

tone, and context. The study also manually determined 

hyperparameters, which could be optimized further using 

automated methods. Finally, the computational benefits of 

the proposed model are achieved at the cost of excluding 

advanced contextual embeddings like those in larger 

transformer models, which might limit its applicability to 

tasks requiring deeper semantic understanding. 

In this paper, we achieved worthwhile finding in 

personality prediction from text. We found the following 

significant implications: 

1) removing noise effectively from social networks 

text that has a informal and noisy text improving 

performance. 

2) semantical and contextual dimensional of word 

representation based on previous and next words 

cause the accurate meaning of words effect on 

accuracy, but sometimes we need to consider cost-

benefit between computational resources and 

selective models. Our model has considered this 

issue.  

3) Significant implication is adding valence, arousal, 

and dominance of words dimension to semantical 

dimension. Indeed, attention to words is based on 

the level of affection values in each dimension. 

4) We found and verified the impact of three 

dimensions of the emotion of words, Valence 

(positiveness-negativeness/ pleasure-displeasure 

which is sentiment polarity), arousal (active-

passive degree), and dominance (dominant-

submissive that is active power) as extra 

information on the personality model. Indeed, we 

find the impact of these three dimensions of 

emotion    one of the building blocks of personality 

- as attention aspects of words in improving 

personality prediction. 

5) Each dimension of valence, arousal, and 

dominance have a different distribution, which 

causes some personality traits to improve with 

applying each affection dimension. We find that 

using of ensemble algorithm for fusing models 

gets us an optimal final model that has stable  

Creating the user profile by leveraging personality types 

helps businesses implement personalization and hyper-

personalization strategies. Because personality refers to the 

differentiation of the individuals and how they perceive the 

world. By knowing users' personalities, we get a deep insight 

into customers. Our model use text generated by user, in this 

case, the social network, which is an enrichment resource for 

recognizing personality. Personality profiling is used in the 

recommender system, the personality-based chatbot, the 

personalized answer to customers via email or comment, and 

design products and advertisements. The trend of modern 

CRM and relational marketing is hyper-individualization. 

Personality is the primary key in this trend for perceiving 

customers and effective relations with them. 

Considering that this paper presents a model for 

identifying the customer's personality in businesses, several 

research directions have emerged for us after conducting this 

research, which are our future research directions. Focusing 

on another aspect of information related to each personality 

trait could be a beneficial guideline. We will review the 

definition of personality to find another aspect of 

information. Indeed, we should pay attention to other new 

dimensions besides affective dimensions, such as the 

preferences of the user in texts. Then we will develop a 

personality model with three advantages: accurate, 

economic, and comprehensive. Second, we want to evaluate 

a short text dataset. Third, this paper manually determined 

and tested the model hyperparameter; In the future, we will 

use the optimization method for setting it. And last, because 

the dataset with labels in this field is rare, we will predict 

personality from text using unsupervised methods. 
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